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Overall, the committee was impressed by the level of detailed understanding presented.  The design methodology, using the VHDL descriptions of behavior and function, followed by synthesis tools to actually compile the Xilinx devices is a good approach.  Enormous progress has been made since the review in March 1999 and a well-organized and coherent team is now functioning.

We present below some comments in a number of areas.

Comments on Requirements:

The requirements document, and the list of minor updates made recently, was presented. This is now a fairly mature document. It seems that many of the electrical interface documents are also in decent shape. However, some of the requirements documents for other critical blocks of the system do not seem to have reached the same status yet. 

Of particular concern is the BOC specification. This is the interface of the ROD to the frontend electronics and the main ATLAS DAQ.  It also contains a number of registers that will be used to control the opto-links. There is a Setup Bus which has been defined to allow VME and ROD access to the BOC. This bus will control timing adjustments for the control streams (L1 triggers) sent to the modules as well as the phasing of the returning data streams relative to the clock. These critical adjustments will be made using algorithms running in the ROD Controller DSP. In order to evaluate whether the available circuitry in the ROD is adequate for this purpose, it would be very important to see the BOC specification, and some description of how these vital adjustments will be made.

Comments on Implementation:

The design has been proceeding in detail for the Formatter and Fragment Builder blocks. In particular, the Formatter is essentially complete, and a detailed design was presented at the review.  The major remaining blocks include the Router and the Rod Controller.  The Router block is a relatively simple block as presently foreseen, and looks straightforward to implement. The ROD Controller block provides many complex functions, and is not yet well-defined. It is really the intelligence of the module, with a complex FPGA for the real-time control functions and a DSP for the slower control functions. As this block determines almost every aspect of the ROD behavior, it is recommended that more detailed design begin soon to make sure that the individual ROD blocks will all work properly together. Already, some information was presented on the functions to be included in the Rod Controller FPGA, including the command interface to support individual parallel streams to allow reconfiguring some modules while continuing to take data with others. However, many details still remain before a complete implementation can be reviewed. One issue that arose was that the latency for the trigger to pass through the ROD in the proposed Rod Controller was four crossings, whereas the budget in the SCT Latency Spec is only three.  This must be fixed.

The VME interface has been implemented as a small number of registers which allow accessing any internal register, and all of the relevant memory buffers as well. Several registers are implemented in the Rod Controller FPGA, and two FIFOs are provided to communicate with the ROD Controller DSP. This type of interface provides a clean programming model for the ROD, and allows the internal ROD Controller block to control the definition and behavior of this interface (including hiding or remapping information). There is some concern that this clean interface will cause significantly slower access to some of the critical memory blocks, which the RCC will want to read efficiently. In particular, the data monitoring function in which the RCC should transfer blocks from each of 16 RODs in the ROD Crate at a rate of 1 KHz will probably require more careful design, and perhaps a more complex interface model than the present one. It is recommended that the performance of the present VME interface concept be examined carefully to see if it meets the necessary requirements. 

The back-end DSP blocks are only now receiving some design attention.  It seems quite likely that pixels will want 32MB of SDRAM per DSP rather than the proposed 16MB, in order to provide adequate memory for performing hardware histogramming of a complete pixel module in a single calibration pass. It is also clear that operation of these back-end DSPs will require fairly close coordination with the ROD Controller DSP. It is intended that the Controller DSP is generally the master, with the back-end DSPs acting as slaves. Further attention should be given to understanding and classifying the types of communication needed between these two highly programmable blocks before freezing the hardware interconnections available between these blocks.

Concerns:

1) The present margin on data flow through the ROD is not very large.  Typically, the ROD saturates at slightly more than a factor of two above the estimated bandwidth required at design luminosity.  Given the present level of uncertainty about all of the material in the tracking volume, as well as the actual cross-sections at LHC energies, this seems somewhat risky. These bandwidth simulations should be carefully followed as the detector simulation improves in accuracy.  The design of the ROD should allow coping with unexpectedly high data rates by adding RODs and reducing the number of links per ROD (that is, one should attempt to be sure that the performance limits arise from limited S-link output bandwidth not limitations in the ROD decoding or event building). It was shown that at least for the pixel design, the saturation without S-link limits was significantly larger than the limit with the S-link (more than a factor of 3 above nominal). However, for the SCT case, the ROD itself (rather than its I/O links) is fairly close to the limiting case with the proposed 96 link design. Furthermore, the 96 link design is clearly driving the complexity of the board.  While it is reasonable for a first prototype to push the density fairly hard, there is some concern that in the end, this may not be the lowest risk or lowest cost solution for ATLAS.

2) The ROD is a very complex card, in which many complex FPGAs must operate in close synchronization. There is some concern that unless careful board-level timing simulations are performed, there may be intermittent problems, which will be very difficult to trace and eliminate. It is recommended that every effort be made to perform detailed timing simulations including worst-case I/O skews and board parasitics.

3) Given the complexity of the ROD, and its many complex internal chips and data paths, there was great concern about fault diagnosis. This is relevant both for prototyping, where it must be proven that a given card works properly, and for production testing and lifetime maintenance, where cards must be rapidly tested, and faults isolated and repaired. Significant attention has been paid to placing enough registers on internal paths to allow testing of individual blocks in isolation, presumably by comparisons between simulations and measurements. This seems likely to allow proving that a given card is working, but may not be adequate to pin-point and repair faults without requiring very large amounts of highly skilled engineer time. It is recommended that a "mock fault challenge" be carried out once the prototype design is in fabrication. In this case, individual faults could be introduced by one engineer in a VHDL board model, and this model then given to a second designer to see if the faults could be isolated effectively in all cases.

4) Concern was expressed for the 96 link SCT ROD that the resulting board will be extremely complex to fabricate and for the vendor to test (something like 14 very complex BGA parts and an enormous number of interconnect busses). It is recommended that some consideration be given already to the board layout, chip count, watts/cm**2, pin count, and routing and interconnect count, to evaluate whether the full 96 link board can be built at a reasonable cost.  In addition, given the board complexity, the lowest/quickest bidder may in the end not be the lowest cost option.  A comparison to previous complex boards the design team has made to work, and used, would provide more confidence in estimates for production yield and testing time.

5) Concern was expressed on the question of physical I/O protection.  The board will contain many low-voltage complex parts, which will be very sensitive to static. Particularly for FPGA's which power on with their I/O pins configured in a sensitive mode, there was concern that the basic interface to the BOC through the backplane would be very sensitive to grounding. Given that these boards will surely not be handled with full ESD precautions over their full lifetime, it would be worthwhile to study all I/O lines connected to the outside, and make sure that they have adequate protection against ESD, perhaps only in the form of pull-up or pull-down resistors to ensure that a low impedance is always defined.  It would be prudent for someone to make a list of all signals running into and out of the board and understand the terminations required.

6) It was strongly felt that the present proposal for a test-stand, while expected to be adequate for prototype testing and evaluation, would not be adequate for production and maintenance of more than 200 ROD cards. It is suggested that two specialized test stands be manufactured, one for functional testing and the other for troubleshooting failed production ROD boards. In order to not jeopardize the ROD prototype schedule, the functional test stand should not incorporate diagnostic software. The troubleshooting test stand with diagnostic software does not have to be started until the prototype ROD board is completely tested. From the schedules presented at the meeting, the troubleshooting test stand is not needed until approximately one year after the ROD prototypes are completed. The ROD prototype testing will probably uncover test peculiarities that may influence the diagnostic software approach. The work on test stands is judged to be a very significant development effort, above and beyond that required for the prototype test stand, and it should appear separately in the WBS and schedule, with appropriate manpower allocated. 

7) The choice of the common 6200/6700 TI DSP for the DSPs to be used in the back-end and ROD Controller blocks was felt to be a good one. However, it was pointed out that this DSP is exceedingly complex to use efficiently due to its large number of parallel execution units. It was recommended strongly that those who will have the task of programming these processors should rapidly carry out some benchmarks in non-optimized C code to see how much performance is lost, and to determine whether specific optimization of the DSP code for the multiple execution units will be needed (making the resulting code much more complex to write, debug, and maintain). There was a corresponding concern that not enough manpower was available for software tasks, particularly for the DSPs. The strong involvement of the Iowa group is critical to the success of this part of the ROD.

8) Great concern was expressed over the very long life-cycle for the ROD compared to the typically very short life-cycle of state-of-the-art digital IC's. In particular, the gate arrays were felt to be an area where process improvements, leading to different internal delay characteristics, could make even nominally identical parts work incorrectly. Hence, it was proposed that at the time of production, a strategy be in place for making lifetime component procurements.  This requires some estimations of the needs, and (perhaps more challenging) a strategy to make the relevant purchases (which do not involve project funds) on a very similar if not identical timescale with the production component procurements.

9) The parts list included sockets for PLD's and crystal, etc.  For long term reliability sockets should not be used at all and all parts should be soldered.

Schedule Issues:

1. It was felt that the time allocated for design was appropriate and well understood, however the time allocated for simulations was under-estimated, and for test and evaluation was significantly under-estimated. Given that the SCT community (earlier users than the pixel community) are unlikely to be ready to use the ROD prototypes until Sept. 00, it was strongly felt that the design should be carefully simulated in order to guarantee successful operation of almost all features required for a production board. This will get a very high quality board to the users on the relevant timescale, whereas the present attempts to push the design/simulation times down in order to fabricate something in Spring 00 seems risky, and likely to lead to an additional prototype cycle which could in the end lead to a larger delay before producing final boards.

2. It was felt that the user evaluation period would realistically extend to the end of 2000, which probably requires some overlap of the final design and the initial user evaluation. This might be possible due to the fact that so much of the design is in firmware, and most updates should not require PC board modifications.

3. Design Reviews 

A. A Design Review should be added to the schedule after the ROD Schematic and PC Layout has been completed, item 31. 

B. A Final Design Review should be added to the schedule after the completion of the ROD Production Model,(Module 0), item 50.  

C. A PRR should be added to the schedule before any contracts for components are issued (Start of Manufacturing).

4. Schedule Items

A. A manufacturing procurement task should be added to the schedule before the ROD 5% Production task, item 52.  

B. Critical ATLAS Detector need dates, such as, for the SCT Tracker, should be added to the schedule.

5. Estimate to Complete

An estimate of spares requirements due to parts obsolescence should be added to the estimate to complete but labeled "Part Of Operating Budget".
