Pixel Cable Discussion Notes

November 1, 2000

Attendees: E. Anderssen, K. Einsweiler, M. Gilchriese, M. Hoeferkamp, N. Spencer and T. Weber

A 3/4-day meeting was held at LBL to discuss the current situation with pixel cables and related items. 

Information discussed at the meeting may be found at

SCT/pixel grounding notes
http://scipp.ucsc.edu/groups/atlas/elect-doc/SCT_GND_SHIELD2.pdf
Module naming convention
attached along with this message, but needs finalization - see below

Services inventory  http://edmsoraweb.cern.ch:8001/cedarnew/doc.page?document_id=115644&version=1
1) Electrical services issues for new layout
http://www-physics.lbl.gov/~einsweil/Nov00/GroundingShielding.pdf
2) 




This is the updated version after the meeting.

This note is not a summary of the lengthy meeting but rather a list of important open issues, decisions needed and possible near-term actions.

Actions:

3) M. Hoeferkamp will take the initiative to create an outline/initial draft of a "Cable Design Specification" document for the December pixel week in collaboration with all interested parties.

4) A module naming convention is needed to allow a more detailed cable inventory to be created. Marco can you do this?
1) Tom to document and post on his Web site information on as-fabricated or soon to be as-fabricated electrical prototype cables and mockup cables.

5) These notes will be sent to the RPDSG members for possible discussion at the next meeting on November 10.

6) A dedicated meeting on cables, grounding and related items is requested to occur, possibly as soon as the December pixel week.

2) How to begin even a crude system test on a local support - mult-modules - should be raised in priority given the possible impact on the local support design.

Issues

The following is a list of issues raised at the meeting. These are not time-ordered or priority ordered - random order.

3) Is the baseline assumption to use only USA15 for power supplies? Can US15 be used? What is the decision time? It is noted that there is potentially a large cost savings from using US15(order 1M).

4) What are the implications of a mixed DMILL/IBM system for the cable plant? What is the baseline?

5) Cable costs should be compared in detail to SCT costs. Need to get more info on SCT.

6) In case the full 3-hit system is not installed initially, what cables are installed initially? What can be installed later? What cannot be installed later?

7) The deltaV specification is a critical cost driver for the cable plant. What is the timescale to either confirm the current specification or modify it? What information is needed?

8) Electrical properties of C-C local supports need to be measured/understood.

9) The cable cost estimate assumes about 10% extra cable is purchased. However, no explicit spare cables are assumed to be installed. Does this make sense?

10) The current cable inventory may include a number of wires that are judged to no longer be needed. What is the timescale for revising the inventory?

11) One power supply "channel" currently serves two modules. How is this implemented? In an additional patch panel near the racks? In the power supplies?

12) How are modules paired? From bi-staves, modules at same Z? From sectors, nearest modules on opposite sides?

13) The baseline cable plant assumes metal up to USA15 - no radiation-tolerant power supplies in the cavern. Does it make any sense to reconsider this position? No engineering manpower seems available. 

14) Electrical analysis/modeling should be done first at the level of a single module to compare with electrical prototype results. How to do this, who will do this and how to extend to cable bundles is not yet clear.

15) It appears imperative to move towards a mini-system test - a multimodule test - on a local support structure, with electrical prototype connections as soon as possible. What is the maximum number of useful modules that can be built with flex 2.x? Timescale? 

16) What is the radius of PP1(PPF')?

17) The pixel support tube and the thermal barrier at each end that connects to the beam pipe should act as the "commoning" point for services and pipes exiting the pixel system. This implies a metal layer on the support tube(thickness not known), good electrical connection of the forward/backward thermal barriers to this metal skin, good electrical connection to the beam pipe(in the aluminum transition region - how to do this not clear) and electrical integration of the pixel patch panel at the end of the ID into this combined structure. Electrical connection to the beam pipe is made at both ends.

18) It is proposed to use "cable trays" for cable bundle shielding from the exit of the support tube, integrated with patch panel and up to PP2.

19) Extensive discussion of backside FE-grounding and implications for local supports was not conclusive. Need follow-up discussion.

20) The resistive break in the middle of the CC piece on a stave may be important to reduce ground loop path for services exiting from both sides of stave. Implications for center module not clear.

21) Safety ground - controlled high impedance connection - to local supports and other support elements is needed. Internal ganging of these was believed to be OK but need plan for how connections made.
