Some plans for DC2 and
the Physics Workshop



Outline

* Physics Studies for the Physics Workshop

 Simulation/Geant4
— Pixel Simulation example

* Analysis with DC2 and Physics Workshop
simulation

— Analysis tools
* Physics Validation
e Plan for Rome
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—!  SUSY case for DC2

Assume SUGRA model.

Theoretical model:

— Nno new particles m<100GeV
- b - SY

— gu_z

— WMAP meas. of Q.py

Just a few “benchmark” points
studied:

* LHCC 5 points (1996) ATLAS
Physics TDR.

* 1 point studied with Full
Geant simulation DC1

* new point proposed

focus point

"~ region

rapid annihilation

my,, b —SY funnel

DC2 point

—annihilation region

Charged LSP
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Physics case for DC2

X, 263GeV
1, 255Gev

T, 247GeV

1y 153GeV

X

1

T 146GeV
137GeV

Slow Leptons expected in this case

Fast simulation to give a first
preliminary indication

Full Simulation needed. Tracking
performances are critical

Repeat an exercise similar to DC1,
more events, background simulation
Need to understand Herwig Underlying
Event
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Flavor subtracted dilepton
Invariant mass

200K events produced
Full simulation studies

Started (show some results
next week at Cern)

Fast Simulation Results

| leptons invariant mass

MIl inv mass
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Entries 1469
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RMS 2.904a+04
¥ 1 ndf 149477
po 4.916e+09 + 2671682304
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p2 0.0001565 + 0.0000851
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=24 A Cartoon View of the ATLAS
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— AtlasG4

All Detectors now described in AtlasG4
Used for DC2
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Almost 10M events simulated
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Digitization available for all Detectors
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* Pixel Layer/Disk 1 removed \| q
* No TRT outer wheel “‘ RN el -’. |
 No TileCal gap scintillators .“‘\&{It‘ % b
« Some muon Chambers removed .Q ) IS
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AtlasG4

Anything
else.




TLAS DD DataBase. Browse nodes by tag - Netscape _|O) x|
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Geometry Db for the Pixel

Still uses the G3 bank names

Migration to the new Db ongoing

Need to redefine all the db table names
Improve the description using the construction
measurements
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Geometry Display

File Wiew Launch Geometry
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=== Selected Node: Pixel/Rir

===} Zapping Modet PixelEndcap/Air

=== Zapping Modei cablelogh/Cable

===} Selected Mode: cablelogh/Cable

=========p Bow: #=0,087088 =5, 000000 7=50, 455000
| === Total Mass <===

Incluzive 0,000237218

IExclusive 0, 000237218
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1 Tracker radiography : i.e R vs Z at which secondaries are produced [
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Using the information on the electron conversion from G4
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=="DC2 production and analysis

Goal Is to simulate 10°7 events
— Almost finished with the AtlasG4 part

* Problem with the distribution of the files to the end-user
— How to find and fetch a file being produced??
— Being solved

« Still quite a lot of processing needed before being able to
see some plots...
— Events need to be Digitized, then Reconstructed. At this point
AODs (or ntuples) are available
o Tutorial on “Analysis Tools” next week. Example of top
mass reconstruction using Analysis Object Data. In
addition to Wim'’s tutorials for beginners
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= An Example Analysis on AODs

H(130) - 4leptons. p—— 2 i ——
2,000 events to show how e ”" : pen
things work : e
We are still in the process of  «f
having a more “stable” £ h:
icg‘;[\livsa;]rgfortheRome oot " 001 US| SO

P 4e Mass 4mu Mass

. H-=aemm I — HZeZm —
Next Major software release s KyI e Cranmer
will have all needed R
functionality (~1month away) .t —T
SUSY AOD analysis under |
development
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BERKELEY ‘

Physics Validation

e The ATLAS Software is in a continuous evolution, two different
requirements:

The Software Developers are constructing the model that we will be
using in 2007

Physics/Detector Performance Groups want to use the ATLAS software
to study simulated data samples

DC2 is about to start!

 New Physics Validation group set up by the Physics Coordination:

Repeat the experience we had for DC1 and the Athens workshop,
thanks to Fabiola

Collect feedback from the Physicists/Users in the different groups and
report to the Software Developers community

Use the ATLAS software for Physics/Detector performance studies.
Spot bugs, request new features, improve the performances.

Improve the communication between different Physics Groups



=5 A Few Organization Detalls
 The group started at the beginning of 2004

— Validation group meets (phone/VRVS only) every two weeks on
Wed at 4pm. Next Meeting on Sep 15th

Validation overview during sw weeks.

— Mailing list (atlas-phys-validation) to exchange information about
validation and “features” of the Software (>120 people)

— The main ingredient will be the new Simulation, Reconstruction
and user feedback on Analysis Tools

— Validation web page:

http://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/SOFT_VALID/soft_valid
.html

— Liaison between the Physics and Computing
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S Plan for Rome

 Most of the tools needed are available

— Need to have a more consistent Underlying Event
model

— Simulation/Reconstruction are in a reasonable shape

— Polishing needed on the time scale of November

— Missing things: Calibration and Alignment, LVL2
 We have a Physics case to study

— Susy coannihilation point.

— We will have background events too

e Implication on the local resources
— Our share of pdsf is just enough...
— We are getting 1Tbyte of disk



