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Cumulative
Current
FY99
FY00
FY01
FY02
FY03
FY04
FY05

Compute capacity(Si95)
175
175
200
200
5000
10000
10000
50000

User disk storage(GB)
100
200
200
200
1200
2400
2400
25000

Mass storage(TB)
0.5
0.5
0.5
1.0
1.0
20
100
100

Mass storage I/O(Mbits/s)
110
110







Compute capacity includes all servers, analysis CPUs and compute nodes. User disk storage includes all disk storage generally available to users but not disk storage associated with the mass storage….this needs a bit more.

The current hardware capabilities are summarized below.

Current PDSF Configuration:

     Sun E-450 4x250 MHz, 1 GB memory, 209 GB Disk, 400 Mb/sec network, 

     Data vault: 7 x 57GB data servers (all disk storage, 30% atlas). 

     E895 cluster 14x 266 PII running Solaris. 

     Star Linux cluster 8 dual 333 Mhz PII,256 MB, 9GB 

     PDSF Linux 26x 400MHz PII (dual CPU, 1 slot populated), 256 MB, 11GB disk, 100 Mb/sec ethernet (13 available toATLAS). 

     Cisco 5500 3Gb/sec Backbone 

     800 Mb/sec connection to HPSS 

     400 Mb/sec connection to HPSS via DPSS

Current HPSS configuration:

     Four independent systems; 

1 used exclusively for backup(including PDSF) 20TB at present. 

A system used for testing and development. 

Two user systems.  One currently has 28 TB, the other 20TB. 

     6 STK robots, 4 IBM robots capable of handling 40,000 tapes in total. 

     32 IBM 3590 tape drives and 28 IBM 3490 tape drives which are being upgraded to 3590's. 

     1 Quad CPU control node Eight IBM microchannel and two E30 Mover nodes. 

     2TB of MaxStrat Disk Cache (HIPPI). 

     100 GB SCSI Disk Cache. 

     200 GB SCSI-Raid Cache. 

     200 GB EMC Raid (HPSS database)

***Need to write here an explanation for the numbers in the table - the projections.

